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Abstract 

Software demonstrators enable the transfer of theoretical concepts into industrial practice and therefore are 

used in various research areas. Although the stages of the development of a software demonstrator are 

already described in literature, it lacks an examination of fundamental decisions and characteristics 

throughout the development process. Characteristics, such as transparency, hold across all research areas 

and industries. A specification and extension depends on the individual use case. This paper describes the 

necessary decisions regarding the framework of a software demonstrator for data analysis in the field of 

production logistics and the characteristics applicable before and during the actual implementation of the 

software demonstrator. Key decisions are for example the design of the software architecture or the choice 

of the programming language. The characteristics equal the requirements to a certain extent and relate 

directly to the users and to the application itself. Discussions with companies from a wide range of industries 

revealed underlying conflicts and diverse priorities in terms of the aspects of functionality. Especially the 

size of the company seems to play an important role regarding the expectations of a software demonstrator. 

Therefore, the integration of potential future users into the development process of a software demonstrator 

presents a major advantage. It reduces the number of cycling stages at the end of the development process 

and increases the willingness to use the software demonstrator after its completion. As the objectives behind 

software demonstrators can highly differ in the field of production logistics, concepts of demonstrators and 

software engineering and the related objectives were examined. A demonstrator for determining the order 

processing strategy serves as an example of how these different approaches interrelate. 
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1. Introduction 

Demonstrators point out the usefulness of concepts or new technologies. Functioning as testing and 

experience-generating tools, they help to remove the barriers between theory-based research and actual 

application in day-to-day industrial practice. Highlighting the potential of applications for a variety of 

industries, demonstrators often appear in showrooms or at industry fairs. In this case, the appearance as well 

as the transportability of the demonstrators play a major role. Increasing digitization leads to changes in the 

nature of demonstrators. There is a noticeable growth in all-software demonstrators and a trend towards 

combining traditional physical demonstrators with software demonstrators.  
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Software demonstrators offer the opportunity to automate the calculations of complex models and thus allow 

access to scientific solutions even for people unfamiliar with the subject. A popular example is a quality 

control system supported by machine vision [1]. Researchers discuss the use of intelligent systems for 

planning and controlling production processes for decades. For example, already in 1992 Yang et al. 

analyzed the similarity of components for the automated generation of process plans [2]. However, the 

transfer of similar procedures into industrial practice has just started to pick up speed in the last few years. 

Reasons for this are the increasing availability of data and the rising acceptance of these methods by 

companies. Nevertheless, a widespread use is still not visible. While companies appreciate the potential of 

intelligent systems for decision making in production planning and control [3], they also recognize the 

dependency of the quality of the decision on the quality and integrity of the used data [4]. The analysis of 

huge amounts of data presents a challenge, especially for small and medium-sized companies. In this area, 

software demonstrators can provide assistance to a certain extent. 

In the field of production logistics various software demonstrators have been developed so far. They range 

from presenting cause-effect relationships [5] to tools providing assistance to apply machine learning 

methods [6]. Regardless of the different interpretations and applications of software demonstrators in this 

field, they are all built upon data analysis. Recent studies indicate that there is still a shortage regarding 

skilled worker in this field [7]. Companies have the opportunity to compensate this through hiring external 

experts at high cost. However, the development of software demonstrators for research purposes cannot be 

outsourced. Instead, this requires a holistic approach including knowledge of theoretical models and 

scientific research methods. For an adequate support, an examination of the fundamental decisions and 

characteristics throughout the development process of a software demonstrator is missing. A description of 

these decisions and characteristics can help to improve the development process and allows focusing on the 

specifications and extensions for the individual use case.  

To incorporate different views on the term software demonstrator and to identify the criteria and influences 

a literature research based on the established scientific databases Scopus, Web of Science and Google 

Scholar [8] was carried out. Besides standard literature on software engineering [9, 10], different concepts 

of demonstrators and the related objective, such as proof of concept, were examined. To evaluate the results 

and derive conclusions, interviews with companies from a variety of industries were conducted. This 

included small companies with around ten employees to large multinational companies. Apart from 

manufacturing companies, logistics service providers, consulting firms and software developers were 

considered. In the following, a demonstrator for determining the order processing is described to provide an 

example for the application of the presented general framework. Figure 1 shows the simplified architecture 

of the software demonstrator for determining the order processing strategy. As an abstract description of the 

overall system the architecture contains the general functionalities, the modules as well as the methods and 

patterns. Thus, it acts as a bridge between the requirements and the actual programming [11].  

 

Figure 1: Simplified architecture of a software demonstrator using the determination of the order processing strategy 

as an example. 
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The subsequent section describes the development process of a software demonstrator and its challenges. 

This provides the framework for the analysis of the decisions and characteristics throughout the development 

process in section three. Furthermore, the characteristics are linked to the application and the users. Lastly, 

the conclusions of the paper are summarized and future research possibilities are outlined. 

2. Development Process of a Software Demonstrator 

The principles of a software development process have been examined widely in the literature. Already in 

1979, DeMarco described the five phases of software development [12]. Figure 2 shows these phases and 

highlights the challenges of the application to the development process of a software demonstrator for data 

analysis in the field of productions logistics. The challenges are derived from literature research, interviews 

with companies and experience from previous research projects. 

 

Figure 2: Main challenges for the application of the five phases of software development after DeMarco [12] during 

the development process of a software demonstrator 

The first step is the exact and complete definition of the methodology to be developed. Already during the 

definition of the functionalities developers face various challenges. An overall objective of software 

demonstrators is a broad applicability. This leads to a conflict between a detailed analysis and a fast analysis. 

In addition, easy access as well as high data security standards are required. This is especially important as 

industrial data are often confidential. These conflicts remain relevant during all phases of the software 

development process. When transferring theory-based research findings into a software demonstrator, the 

existing theoretical validated framework can be used as reference during the definition and design phase. As 

the users of a theoretical model and a software demonstrator can differ additional requirements needs to be 

taken into account. 

Actively involving the interest groups during all phases helps to prevent a deviation between expectations 

from the actual functionality of the software demonstrator, and thus minimizes the number of cycling stages 

resulting from non-occurrence. As an attempt to reduce the complexity, researchers further differentiated the 

definition phase. Balzert provides a good example by distinguishing between requirements in terms of 

functionality, performance, quality and framework conditions [13]. Models from the area of software 

development such as the waterfall model [14] or the spiral model [15] are early examples of the importance 

of a detailed analysis of the realization of the development processes. Such differentiations and descriptions 

are beneficial. Nevertheless, the identification of the future users is essential as differing needs can have a 

high impact on the software demonstrator [16].  
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In this context, it is important to understand the existing types of interest groups and evaluate the benefits of 

extending the system. Existing software demonstrators, such as the FRDISI [17] or the 4SECURail 

demonstrator [18], point out diverse interest groups for their respective areas and mainly base the general 

architecture of their demonstrators on these. This supports the assumption that a key factor behind the 

generation of the so-called usability and the associated user acceptance is the involvement of future users in 

the entire development process. The success of the incorporation of the results provided by the software 

demonstrator in a company highly depends on the acceptance of the employees regarding new technologies 

or processes. A human-centered design process helps to incorporate the user in an appropriate way. Besides 

other characteristics, a human-centered design process understands and actively involves the users and 

according to ISO 13407 [19]. Combining approaches of human-human and human-computer interaction 

research creates the basis for identifying the actual underlying criteria of such a process [20]. Trending topics 

such as artificial intelligence push this idea further [21]. Depending on the individual use case, additional 

approaches from fields like decision support systems [22] or simulation [23] can complement these criteria. 

The design of user interfaces directly relates to usability. In 1993, Nielsen defined practices for usability 

engineering [24]. For novel technologies and concepts, trustworthiness is one of the most critical aspects. 

Mathis et al. show how personalized interfaces create trustworthiness, persuasion and even affection towards 

automated transport vehicles [25]. Similarly, a study on mobile services adoption points out the importance 

of trust and the user's desire to be in control [26]. With increasing digitalization and the growing interest in 

topics like artificial intelligence, the requirements of users broaden and result in design principles for specific 

topics, such as Industry 4.0 components [27]. The rising level of expectations has a strong impact on the data 

requirements. Data should not only be available, but also transparent and able to process in real-time [28]. 

The usability of data also demands easy data inputs and modifications of the data base [26]. For example, 

well-known technologies such as radio frequency identification provide opportunities for real-time data 

processing and therefore enable dynamic decision making [29]. 

Regardless of the degree of involvement of future users, an evaluation of the usability before, during and 

after the implementation of a system is mandatory. Already in 1997, Lin et al. proposed an index to measure 

the usability of software interfaces [30]. They take a wide range of requirements into account such as the fit 

to the user’s expectations, the consistency, the flexibility, the learnability and the provided guidance. A 

variety of methods exists to conduct evaluations throughout the development process. As a way to eliminate 

obvious usability problems prior to an actual test, it is possible to carry out a cognitive walkthrough [31]. In 

terms of an actual test, Holzinger defines thinking out loud as one of the most valuable methods to identify 

shortcomings regarding usability [32]. Scholtz provides a good overview of evaluation methods [33]. 

3. Decisions and Characteristics 

Throughout the development process of a software demonstrator, multiple decisions are required. The 

decisions are mainly driven by the defined objectives, but also directly interrelate with the users and the 

application itself. In the following, possible influences and criteria are outlined. Figure 3 visualizes the key 

decisions and characteristics during the development process of a software demonstrator for data analysis in 

the field of production logistics. It shows the underlying conflicts and highlights the importance of a 

continuous analysis, validation, and verification. The characteristics partly equal the requirements. 

Characteristics can influence the development process, but their existence is not necessary in every case. 

Requirements are considered mandatory for the development process of a software demonstrator. For 

example, the project lead-time can be seen as an externally given specification and have a strong impact on 

the entire developing process. Therefore, it classifies as a characteristic and as a requirement. The pre-

existing infrastructure influences the development process of a software demonstrator, but the existence of 

an instructor prior to the development process is not necessary. Thus, it is only a characteristic.  
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Figure 3: Decisions and characteristics, ongoing processes and underlying conflicts during the development process 

of a software demonstrator 

In the following, the individual aspects are described in more detail and examples of connections based on 

a software demonstrator for determining the order processing strategy are given. It should be noted, that all 

decisions and characteristics are directly or indirectly connected. Defining the overall objective of a software 

demonstrator represents the beginning of the development process. The development requires a considerable 

amount of resources such as time, effort and money, and is a never-ending process in case the software 

demonstrator changes along with evolving companies over the years. To limit the effort the project lead-

time and the general functionalities should be specified prior to any decisions. In contrast to commercial 

software development projects, there is no contract detailing these aspects. Nevertheless, building a software 

demonstrator based on an existing theoretical model has a major advantage. The concept has usually already 

been validated, for example by simulation studies. Thus, the risk of a project failure is comparatively low. 

The overall objective is directly related to the general functionalities and the project lead-time. The definition 

of the overall objective leads to the obvious interest group, the users. Identifying additional interest groups 

and incorporating their requirements can lead to adjustments of the objective definition (figure 1, arrow 1). 

The objectives of all interest groups should withstand in the real world. In the case of programming software, 

a wide range of possible requirements exists and thus additional support is required to merge the 

requirements together. Nuseibeh and Easterbrook suggest a roadmap to specify the requirements of software 

products [34]. Moreover, further classifications of the requirements such as a distinction between functional 

and non-functional can be beneficial. Aurum and Wohlin provide a list with examples for different 

requirement classifications [35]. Risk management approaches suggest to confront the interest groups in case 

of non-occurrence and to rank all requirements. Disguising non-occurrence will simply postpone the problem 

and even intensify it [36]. Therefore, the first and probably most continuously present decision is the 

selection of the interest groups. This calls for an additional distinction between the users and the generally 

possible interest groups. For the majority of cases the interest groups equal the users. Nevertheless, people 

do not need to be direct users to influence the development process. This includes people related to the data 

collection and preprocessing as well as people whose work is influenced by the results of the demonstrator. 

Neglecting to align the demonstrator with data acquisition and preprocessing results in the need of additional 

data standardization, cleansing and format transformation. Although this is possible without programming 

skills, for example through software such as KNIME [37], these additional process steps affect the usability 

of the demonstrator negatively.  
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Apart from that, it is important to know about the data already collected but so far not used and the cost-

benefit ratio between the gathering of additional data and the quality of the results from the demonstrator. 

Involving the responsible parties eases the estimation of the necessary time and effort due to existing 

experience and even helps to reduce barriers regarding possible future extensions of the data collection. The 

interpretation of data requires a considerable amount of effort as well. Therefore, the results from the 

demonstrator need to be easy to evaluate and appropriate actions should be derivable without a high amount 

of effort and the consultation of experts [22]. A way to achieve this is the identification of tools, which 

comely exist in companies and possibly will be used for postprocessing the data of the demonstrator. This 

also raises the question who will maintain and potentially upgrade the system from a long-term perspective. 

Unless these tasks belong to the developer himself, more people need to be actively included in the 

development process (figure 1, arrow 2). Especially important in this context are a high level of detail in the 

documentation and the use of standards. On top of simplifying maintenance and extensions, standards 

provide the foundation for scalability [38]. Individual use cases imply different levels of detail and 

complexity. The main challenge is to enable a broad applicability and possibilities for detailed analysis, but 

at the same time provide a fast and efficient analysis [22]. 

The demonstrator should be applicable to both small and very large companies [23]. The number of people 

potentially connected to the demonstrator as well as the expectations tend to increase along with the company 

size. Small companies tend to focus on aspects such as reusability due to the usually more limited resources 

available for development. Using pre-defined elements can help to achieve a higher level of detail while 

meeting the defined project lead-time (figure 1, arrow 3). In addition, not needing to start modeling from 

scratch reduces the occurrence of errors [22]. On the other hand, fitting a new system to an existing 

infrastructure can result in a less efficient analysis. Aiming for a reusable and scalable system generates 

interest for more companies and therefore is a common objective for demonstrator developments [38]. 

Adaptability to different companies includes different industries as well as a variety of products and 

processes. Thus, modularity is one of the key aspects to achieve a scalable and reusable system [23]. In 

addition, a modular architecture is beneficial in case users want or are expected to make individual 

adjustments to the demonstrator. The challenge is to balance a universally applicable solution, a high level 

of detail and easy to follow calculation. Unless the demonstrator is considered as a sort of black box, a 

common ground regarding terms and data flow structure is essential [39]. After determining the interest 

groups, the general architecture is designed with regards to the identified requirements (figure 1, arrow 4). 

The next step is the selection of the programming language. Consideration the programming skills of the 

developer, the users and if possible the long-term system manager helps to reduce the project lead-time as 

well as the maintenance and modification effort. On the downside, it heavily restricts the programming 

language (figure 1, arrow 5). As a result, a programming language or evaluation method that is actually more 

suitable for the application may be rejected due to a lack of experience. For example, R is a common software 

for statistical data analysis, but requires a considerable amount of knowledge [40]. In addition, the question 

of how to balance easy access and data security arises. Web-based solutions ease the linkage to other systems 

and enable a wide user base. Nevertheless, in the case of processing confidential data, companies commonly 

favor non web-based solutions. Data and users are also key aspects in the verification and validation. Only 

a high level of data quality and the correct usage lead to the desired result. A verification is especially 

important in the case of modular systems as it ensures the correctness of both the individual modules and the 

overall system. Just like models, demonstrators represent abstractions of real-world problems or systems. 

They support decision making by helping to estimate the outcome prior to an actual implementing [41]. 

Therefore, the validation by a real industrial application is mandatory to control the level of abstraction [22]. 

In case of the software demonstrator for determining the order processing strategy the central challenge was 

to connect the various requirements resulting from the fact that the order processing strategy interacts with 

upstream strategic aspects and at the same time with downstream production planning and control tasks. As 
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a result, not only different companies and their diverse production processes but also numerous divisions 

within this companies had to be involved in the development process. One way of achieving this was to set 

up a working group for the companies to exchange views and experience amongst each other. In addition, 

several companies were visited to generate a common understanding of their production processes and the 

associated procedures. 

4. Conclusions and Outlook 

Transferring theory-based research findings into the day-to-day industrial practice is challenging. Software 

demonstrators can help to speed up this process by linking theory-based research to the real world problems 

of companies. Nevertheless, they are only temporary solutions. Companies might use a software 

demonstrator as a starting point for their own customized developments. Researchers can upgrade the 

software demonstrator as they gain new insights or connect it to other demonstrators to take a step towards 

a smart factory. Existing literature often neglects the decisions and characteristics during the development 

of a software demonstrator or focuses on a very specific case of implementation. Interviewing companies 

from a variety of industries revealed a rising level of expectations for software demonstrators in the field of 

productions logistics aligned with the company size. Large companies tend to have more people involved in 

the development process and more pre-existing infrastructure. In this case, the decision, which requirements 

should be prioritized, and which requirements should not be taken into account, is essential. Employees in 

small and medium-sized companies usually have less time available to take an active part in the development 

process. This shifts the focus to deciding when users are actually needed and to what extent testing with 

fictitious data or freely available data from other areas is sufficient. Incorporating different sized companies 

from various industries in the development process ensures a broad applicability. Thus, a software 

demonstrator should be designed to fit shifting objectives. Even though the decisions and characteristics are 

influenced by the company size, it does not change their strong interrelations and the underlying conflicts. 

Only a continuous analysis, verification and validation alongside a clear position between the conflicting 

objectives can lead to the development of a suitable software demonstrator. As the development process of 

a software demonstrator differs from a classical software engineering process, further research is required. 

Analyzing the reusability of pre-defined software elements could help to standardize the development 

process. For example, examining the wide range of existing projects containing software demonstrators 

could help to highlight similarities and at the same time specify the decisions and characteristics tendencies 

for different research areas.  
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